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Abstract: Given the increasing prevalence of mental health challenges in digital work settings, 
especially among IT remote workers, early detection mechanisms have become critically important. 
This study aims to improve the prediction accuracy of mental health conditions among IT remote 
workers by integrating feature engineering techniques within machine learning models. Five algorithms 
consisting of Random Forest, Logistic Regression, K-Nearest Neighbors, Decision Tree, and Naive 
Bayes were evaluated. The Random Forest model achieved the best performance, with 83% accuracy, 
83% precision, 100% recall, and a 90% F1-score, followed closely by Logistic Regression with 82% 
accuracy. Nevertheless, the results demonstrate the feasibility of applying machine learning to support 
the early detection of mental health risks, offering a strong foundation for future research in predictive 
analytics and the development of intelligent support systems within digital work environments. 
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1. Introduction 

Remote working has been one of the major changes in the modern world of work, 

especially since 2019. Remote working is a work system that allows employees to work 

remotely, and not tied to a specific location. Previously, this work system was only 

implemented by a few organizations or companies with the technological infrastructure and 

human resources to support it. According to (McKinsey, 2021), the COVID-19 pandemic 

has driven the trend of remote working 25% higher than previously estimated, and many 

organizations are continuing this policy after the pandemic because it is considered effective, 

efficient, and offers greater flexibility. This transition has been associated with both positive 

and negative effects on workers' well-being, necessitating a deeper understanding of these 

dynamics to develop effective strategies for mental health support. Remote work has been 

linked to increased mental health issues, including anxiety, depression, and sleep disorders. 

Studies have shown that individuals facing difficulties with remote work report higher rates 

of these conditions compared to those who do not experience such challenges (Nowrouzi-

Kia et al., 2024; Sim et al., 2024). The lack of social interaction and professional isolation are 

significant contributors to these mental health challenges (Charalampous et al., 2018; 

Lyzwinski, 2024). Several factors influence the mental health of remote workers. Motivation 

plays a crucial role, with higher motivation levels associated with lower psychological stress 
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(Idaiani & Waris, 2022). Additionally, the ability to maintain a work-life balance is critical, as 

remote work can blur the lines between professional and personal life, leading to increased 

stress and decreased well-being (Nowrouzi-Kia et al., 2024; Sarinastiti et al., 2022). Machine 

learning has been extensively used for the detection and diagnosis of mental health conditions 

such as depression, anxiety, and schizophrenia. Techniques like support vector machines, 

decision trees, and neural networks are commonly employed to analyze various data types, 

including medical records and social media interactions, to identify symptoms and classify the 

severity of mental health conditions (Glaz et al., 2019; Nash et al., 2023; Shatte et al., 2019).  

This study aims to enhance prediction accuracy for IT remote workers’ mental health 

conditions by integrating feature engineering within machine learning models. Feature 

engineering uncovers key factors contributing to mental health disorders by refining input 

variables, ensuring reliable performance on new data. This approach significantly enhances 

model accuracy for better decision-making. Additionally, it provides a solid foundation for 

future research, advancing predictive analytics and supporting business growth in a dynamic 

digital landscape. 

 

2. Literature Review 

According to (Sofianti et al., 2023), the transition from conventional work systems to 

remote work presents challenges, including adapting to new problems and also balancing 

personal life and work life or work-life balance, as well as the mental health of individuals. 

Recent studies have explored machine learning approaches for predicting mental health 

disorders, particularly in remote and technical workplaces. Various classification models, 

including Decision Trees, Random Forest, and Logistic Regression, have been employed with 

hyperparameter tuning to optimize performance (Kaushik et al., 2024; Mohammad & 

Siddiqui, 2021) Feature selection techniques like Recursive Feature Elimination and LASSO 

have been utilized to identify the most impactful factors contributing to mental health 

outcomes (Mallick & Panda, 2024). These models have achieved accuracies ranging from 82% 

to 95% using different optimization techniques such as Grid Search CV, Bayesian 

Optimization, and Optuna (Cheng & Haw, 2023; Mohammad & Siddiqui, 2021). The 

Random Forest model, in particular, has shown promising results with accuracies of 83-89% 

(Cheng & Haw, 2023; Kaushik et al., 2024). These AI-driven approaches can complement 

traditional diagnostic methods, potentially improving early detection and intervention 

strategies for mental health disorders in workplace settings (Kaushik et al., 2024). While 

existing studies have demonstrated the effectiveness of various machine learning models in 

predicting mental health outcomes, a structured methodology is essential to ensure a 

systematic and reproducible approach to data analysis. 
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3. Research Methods 

Figure 1 illustrates the flow of research methods applied in this study to create a 

prediction model in remote workers’ mental health condition using random forest. This flow 

consists of a series of interrelated steps, from data collection to select best model. 

 
Figure 1. Research Method 

3.1 Data Collection 

In this study, we used the publicly available dataset from kaggle, which consist of several 

features related to the remote workers’ mental health condition. The dataset has 5000 records 

and 20 features related to risk factors and other key contributors that can affect remote 

workers’ mental health condition. Table 1 is a description of the remote workers’ dataset. 

Table 1. Data Description 

Feature Description 

Employee_ID Workers’ identification or metadata. 

Age The age of the respondent. 

Gender The gender of the respondent. 

Job_Role The job role of the respondent. 

Industry The industry of the respondent. 

Years_Of_Experience Years of experience of the respondent. 

Work_Location 
Respondent work location consisting 

(remote/onsite/hybrid) 

Hours_Worked_Per_Week 
How much hour the respondent work in 

a week. 

Number_Of_Virtual_Meetings 
Number of virtual meeting attended in a 

week. 

Work_Life_Balance_Rating 
Work-life balance rating of the 

respondent. 

Stress_Level Respondent stress level 

Mental_Health_Condition 
Respondent mental health history 

(none/burnout/anxiety/depressed) 

Access_To_Mental_Health_Resources 
Access to a mental health facility 

(yes/no) 

Productivity_Change Productivity change after remote work. 

Social_Isolation_Rating Social isolation rating after remote work. 

Satisfaction_With_Remote_Work Respondent satisfaction of remote work. 

Company_Support_for_Remote_Work 
Company support rating for remote 

worker 

Physical_Activity 
Respondent physical activity frequency 

(none/weekly/daily). 

Sleep_Quality 
Respondent daily sleep quality 

(poor/moderate/good). 

Region 
Respondent current region (North 

America/Europe/Africa/Asia/Oceania). 
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3.2 Data Preprocessing 

Data preprocessing is a crucial step in preparing the dataset for model development. 

This process involves cleaning the data, handling missing values, encoding categorical 

variables, scaling numerical features, and removing any anomalies or outliers. Additionally, 

data transformations and normalization are applied where necessary to ensure the data is in a 

suitable format for analysis. 

3.3 Feature Engineering 

Feature engineering involves creating new features or modifying existing ones to 

enhance the predictive power of the model. This can include polynomial features, interaction 

terms, and domain-specific transformations. Feature selection techniques, such as correlation 

analysis and feature importance evaluation, are also applied to retain only the most relevant 

variables. 

3.4 Data Split 

The dataset is divided into training and testing subsets. Typically, a common split is 80% 

for training and 20% for testing. The training set is used to build and optimize the model, 

while the test set provides an unbiased evaluation of the model’s performance. This approach 

ensures that the model's generalization ability is effectively assessed. 

3.5 Modeling 

Various machine learning algorithms are applied to the training data to create predictive 

models. Algorithms such as linear regression, decision trees, naïve bayes, knn classifier, and 

random forest are explored. Performance metrics like accuracy, precision, recall, and f1-score 

are used to assess the models. 

3.6 Best Model 

The best-performing model is identified by comparing the results of different 

algorithms. Factors such as model complexity, training time, and generalization ability are 

considered.  

 

4. Results 

The dataset underwent preprocessing to handle missing values, outliers, and 

inconsistencies. Since there’s a “None” value at the Mental_Health_Condition and 

Physical_Activity features and treated as null by pandas. To handle that, the “None” at the 

Mental_Health_Condition then replaced with “Healthy”, while the “None” at the 

Physical_Activity replaced with “Sedentary”. Filtering was also applied to the dataset so that 

the dataset only contained remote worker respondents. All the numerical features then 

normalized using MinMaxScaller, as for the categorical features are transformed using 

LabelEncoder and OneHotEncoding. 
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Table 1. Conducted Feature Engineering 

Table 2 shows the feature engineering conducted on this dataset. A total of 6 new 

features is created by transforming and combining several original features to improve model 

performance on predicting remote workers mental health condition. The dataset then splitted 

using 70:30 ratio, 70% for training set and 30% for test set.  

Table 2. Model Performance Comparison 

 

Table 3 presents a comparative analysis of five machine learning models consisting of 

Random Forest, Logistic Regression, K-Nearest Neighbors (KNN), Decision Tree, and 

Naive Bayes—based on four evaluation metrics: Accuracy, Precision, Recall, and F1-Score. 

Random Forest achieved the highest Recall (100%), making it the most effective at correctly 

identifying all relevant instances. It also had the highest overall Accuracy (83%) and a strong 

F1-Score (90%), indicating a good balance between precision and recall. Logistic Regression 

showed comparable performance to Random Forest, with slightly lower Recall (97%) but 

higher Precision (84%), resulting in the same F1-Score (90%). This suggests it is slightly better 

at minimizing false positives. KNN had a slightly lower Accuracy (80%) and F1-Score (89%), 

but still maintained strong Recall (97%), similar to Logistic Regression. Its lower precision 

New Feature Description 

Age_Group Age category based on the specified range 

(e.g., “30s” for ages between 30 and 40). 

Experience_Level Years of experience level based on the 

specified range (e.g., “Junior” for experience 

between 0-2 years). 

Virtual_Meeting_Frequency Meeting frequency based on the specified 

range (e.g., “Moderate” for meeting 

frequency between 4-12 time per week) 

Hours_Worked_Per_Day Hours_Worked_Per_Week divided by 5, 

assuming there’s 5 work days. 

Hours_Worked_Per_Experience Hours_Worked_Per_Week divided by the 

Years_Of_Experience 

Has_Mental_Health_Condition Binary target feature creation based on the 

Mental_Health_Condition feature (if 

“Healthy” then 0, else then 1). 

Model Accuracy Precision Recall F1-Score 

Random Forest 83% 83% 100% 90% 

Logistic Regression 82% 84% 97% 90% 

KNN 80% 83% 97% 89% 

Decision Tree 72% 84% 82% 83% 

Naive Bayes 68% 84% 77% 80% 
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(83%) slightly reduced its overall F1-Score. Decision Tree showed moderate performance 

with Accuracy (72%) and a balanced Precision (84%) and Recall (82%), resulting in an F1-

Score (83%). Naive Bayes performed the weakest among the models, with the lowest 

Accuracy (68%), Recall (77%), and F1-Score (80%), despite having a decent Precision (84%). 

In summary, Random Forest and Logistic Regression outperformed the other models in 

terms of overall effectiveness, with strong F1-Scores and Recall, making them the most 

reliable for this classification task. 

 

Figure 2. Learning Curve for Logistic Regression 

Figure 2 illustrates how the Logistic Regression model improves as the training dataset 

increases. Initially, the training accuracy (red line) is high with small datasets, indicating that 

the model memorizes the data, which often suggests a tendency toward overfitting. As the 

volume of data grows, training accuracy slightly decreases, reflecting the model’s transition 

toward learning more generalizable patterns and reducing the risk of overfitting.The 

validation accuracy (green line), which begins lower than the training score, gradually increases 

with additional data. This trend indicates that the model becomes better at generalizing to 

unseen data. Eventually, the training and validation scores converge and stabilize, indicating 

that the model achieves balanced performance without significant overfitting or underfitting. 

 

5. Discussion 

This study demonstrates that ensemble models, particularly Random Forest, outperform 

other classifiers in predicting mental health conditions among remote workers. The optimized 

Random Forest model achieved 83% accuracy, 83% precision score, and a F1-score of 90%, 

with perfect recall 100%, indicating strong sensitivity. Feature engineering has significantly 

contributed to the model performance, highlighting hours worked, age, and years of 

experience as key mental health predictors. 
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Table 3. Comparison of Mental Health Prediction Models 

 

 

 

A comparison with similiar studies highlights the effectiveness of the Random Forest model 

used in this research. (Pritam et al., 2024) applied a Linear Regression model and achieved an 

accuracy of 65%, while (Vaishnavi et al., 2022) used a K-Nearest Neighbors (KNN) classifier 

with a higher accuracy of 81.75%. In contrast, the Random Forest model in this study 

achieved 83% accuracy, slightly outperforming the existing models. This improvement 

demonstrates the advantage of using ensemble methods like Random Forest, which can better 

capture complex patterns in the data through feature randomness and decision aggregation. 

The result reinforces the suitability of Random Forest for mental health prediction tasks, 

particularly in datasets involving behavioral and psychological variables. 

 

6. Conclusions  

This study demonstrates that machine learning techniques hold considerable promise in 

predicting mental health risks among remote workers, with ensemble models exhibiting the 

most robust predictive performance, and linear models emerging as competitive and 

interpretable alternatives. These findings underscore the potential of data-driven approaches 

in supporting early identification and intervention strategies in occupational mental health, 

particularly within the growing population of remote workers.  

However, this research is not without limitations. One of the most significant challenges 

encountered was the inability to access real-world mental health data due to stringent privacy 

regulations and ethical concerns surrounding sensitive personal information. As a result, a 

synthetic dataset was utilized to simulate relevant scenarios. While this approach allowed for 

experimentation and methodological development, it inherently limits the ecological validity 

of the findings. The synthetic nature of the data may introduce unknown biases, and thus, the 

model's performance and generalizability to actual workplace environments should be 

interpreted with caution. Despite these constraints, the study contributes valuable insights to 

the field, offering a foundational framework that can inform future research efforts. It 

emphasizes the importance of continued exploration into ethically sourcing anonymized real-

world data, and advocates for the integration of machine learning tools into mental health 

monitoring systems.  

Ultimately, this research highlights both the potential and the challenges of applying 

artificial intelligence in sensitive domains, and serves as a stepping stone toward more 

accurate, ethical, and impactful applications in mental health risk assessment. 

Study Model Accuracy 

(Pritam et al., 2024) Linear Regression 65% 

(Vaishnavi et al., 2022) Stacking 81.75% 

This Research Random Forest 83% 
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