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Abstract.Diabetes is one of the non-communicable diseases that is considered dangerous due to its susceptibility 

to complications. This disease is caused by high blood sugar levels in a person's body, which makes the blood 

more alkaline and slows down the metabolic process. In this study, we observed 8 variables that are considered 

influential in diabetes and will build a regression model that can predict the response variable (y) through 

Logistic Regression Analysis. Logistic Regression Analysis is a statistical analysis method used to describe the 

relationship between a dependent variable with two or more categories and one or more independent variables 

that are categorical or continuous. Based on the results, the logistic regression model for factors influencing 

diabetes in the Indian Pima tribe includes variables such as number of pregnancies, glucose level, blood pressure, 

body mass index, and diabetes pedigree function.  
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1. INTRODUCTION

Diabetes is a non-communicable disease that has a high risk of various health 

complications . This disease is the result of increased blood glucose levels in a person's body 

so that the blood becomes more alkaline and slows down the metabolic process. The death rate 

caused by this disease is increasing and is predicted to continue to increase every year. The 

increasing number of diabetes sufferers significantly contributes to the increase in the death 

rate from this disease. The International Diabetes Federation (IDF) projects an increase of 227 

million people with diabetes from 415 million in 2015 to 642 million in the next 25 years. 

Diabetes consists of several types, including type 1 diabetes which generally appears 

in children and requires insulin injections, type 2 diabetes which occurs more often in adults, 

and gestational diabetes which is experienced by pregnant women. 

Many factors influence a person to become a diabetes sufferer. In this study, we 

observed 8 independent variables. namely , the number of pregnancies during life, glucose, 

blood pressure, skin thickness, body mass index, insulin levels, age, and diabetes lineage 

function which are considered to have an influence on diabetes and a regression model will be 

formed which can predict the response variable (y) through Logistic Regression Analysis. 
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Analysis is a statistical technique used to model the relationship between a categorical 

dependent variable and one or more independent variables, either categorical or continuous 

 

2. RESEARCH METHODS 

Data Sources 

On study This using secondary data obtained from National Institute of Diabetes and 

Digestive and Kidney Diseases on the number of patients with or without diabetes who were 

of Pima Indian descent (a subgroup of Native Americans) and women aged at least 21 years. 

The study This using Pima Indian data because ethnic group This own level the highest 

prevalence of diabetes in the world. By Because that , tribe the Lots become subject study For 

understand diabetes disease . Many diabetes factors found on ethnic group this is wrong the 

only one is factor Beta3-Adrenergic Receptor (ADRB3) so Trp64Arg missense mutation in 

this gene Lots found on Pima Indians and associate with obesity , so that allegedly can increase 

opportunity obesity (Indra, 2006) . 

 

Research Variables 

Variables used in study can seen in Table 1. 

Table 1. Research Variables and Measurement Scales 

Varia

bles 
Label Unit 

Scale 

Measure

ment 

Category 

𝑌 Results - Nominal 

0 : No 

Diabetes 

1: 

Diabetes 

𝑋1 

Amount 

Pregnanc

y During 

Life 

- Interval - 

𝑋2 Glucose 
𝑚𝑚𝑜𝑙
/𝐿 

Ratio - 

𝑋3 
Pressure 

Blood 
𝑚𝑚ℎ𝑔 Ratio - 

𝑋4 

Skin 

Thicknes

s 
𝑚𝑚 Ratio - 

𝑋5 

Body 

Mass 

Index 
𝑘𝑔/𝑚2 Ratio - 

𝑋6 
Insulin 

Levels 

µU 

/mL 
Ratio - 

𝑋7 Age 𝑡𝑎ℎ𝑢𝑛 Ratio - 

𝑋8 

Function 

Diabetes 

Genealo

gy 

- Ratio - 
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Steps in Data analysis 

Data analysis in study This done with use device soft IBM SPSS Statistics 25 statistics . The 

following are the steps taken: 

1. Do analysis descriptive For see description general data. 

2. Research data analysis done with using regression model logistics . Stage beginning 

analysis involving testing significance simultaneous model parameters using statistics G 

test . 

Testing significance simultaneous model parameter analysis is carried out with use test 

ratio Likelihood Ratio Test or G test . This aiming For evaluate significance influence 

combination all over variable free to variable bound with statistics test used defined as 

following : 

𝐺 = −2ln [
𝐿0

𝐿1
] 

Where𝐿0 is likelihood of the model only consists of from constant and𝐿1 is likelihood 

of the model it consists of from overall variables . Statistics G test follows distribution chi-

square with the decision obtained from do comparison with mark 𝑥2𝑡𝑎𝑏𝑒𝑙. 

 

Do test significance of parameters in partial with Wald test . 

Test significance of parameters in partial done with use Wald test . Test This used For 

know worthy or whether or not a variable free For enter to in the model. Statistics test used 

defined as following : 

𝑊 =
𝛽̂𝑖

𝑆𝐸(𝛽̂𝑖)
 

𝑆𝐸(𝛽̂𝑖) =  √(𝜎2(𝛽̂𝑖)) 

Where 𝑆𝐸(𝛽̂𝑖)is the estimated standard error for the coefficient 𝛽𝑖 and 𝛽̂𝑖is the 

estimated value for the parameter ( 𝛽𝑖). 

 

Testing the model's suitability ( Goodness of Fit ) using the test Hosmer and Lameshow . 

Test Goodness of Fit is carried out with use test Hosmer and Lameshow . Test This 

used For know conformity between the model and the data. Test This see what is the regression 

model logistics obtained worthy For used . Statistics test used defined as following : 

𝐶̂ = ∑
(𝑂𝑘− 𝑛𝑘

′ 𝜋̅𝑘)2

𝑛𝑘
′ 𝜋̅𝑘(1 − 𝜋̅𝑘)

𝑔

𝑘=1
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Statistics test Hosmer and Lameshow follow distribution chi-square with degrees free 

𝑔 − 1where the decision is obtained from do comparison with mark 𝑥2𝑡𝑎𝑏𝑒𝑙. 

1. Forming a regression model logistics . 

2. Calculating the accuracy of classification of diabetes incidence data using the Apparent 

Error Rate ( 𝐴𝑃𝐸𝑅). 

3. Interpreting regression models logistics . 

 

3. RESULTS AND DISCUSSION 

Descriptive Analysis 

Statistics descriptive from patient data Woman Pima Indians must be at least 21 years 

old shown on Table 2. 

Table 2. Descriptive Statistics of Pima Indian Female Patient Data 

 Frequency Percentage 

No Diabetes 500 65,1 

Diabetes 268 34.9 

Total 768 100 

Source : Processed data , 2023 

 

Based on Table 2 shows the data obtained as much as 768data from those 

65,1%without diabetes and 34,9%those with diabetes. 

 

Logistic Regression 

In this step, several tests were carried out on data from female Pima Indian patients 

using the logistic regression method. 

 

Simultaneous Parameter Significance Test 

The simultaneous parameter significance test conducted is the G test. This test is used 

to determine the overall influence of independent variables on dependent variables. The G test 

statistic follows the distribution 𝜒2. The hypotheses used are: 

𝐻0 = 𝛽𝑖 = 0, with 𝑖 = 1,2, ⋯ ,8(no significant influence of the independent variables 

𝑖simultaneously on diabetes) 

𝐻1 =there is at least one 𝛽𝑖 ≠ 0, with 𝑖 = 1,2, ⋯ ,8(there is a significant influence of the 

independent variable 𝑖simultaneously on diabetes). 

Results test significance of parameters in simultaneous displayed on Table 3. below . 
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Table 3. Results of Simultaneous Parameter Significance Test 

Step −2 𝐿𝑜𝑔 𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 Nails R 

Square 

1 723,445 0,408 

Source : Processed data , 2023 

 

Based on Table 3. shows that the G test value = 723,445 ≥ 𝜒0,05,8
2 = 15,507is 

𝐻0rejected, which means that there is at least one influence of independent variables 

simultaneously on diabetes. In addition, it can be seen that the determination coefficient of 

logistic regression is as large as 0,408which means that the influence of independent variables 

on the dependent variable is 40,8%. 

 

Partial Parameter Significance Test 

The partial parameter significance test conducted is the Wald test. This test is used to 

determine whether or not an independent variable is suitable to enter the model. The 

hypotheses used are: 

 𝐻0 = 𝛽𝑖 = 0, with 𝑖 = 1,2, ⋯ ,8(no significant influence of the independent variable 𝑖on 

diabetes) 

 𝐻0 = 𝛽𝑖 ≠ 0, with 𝑖 = 1,2, ⋯ ,8(there is a significant influence of the independent 

variable 𝑖on diabetes). 

Results test significance of parameters in partial displayed on Table 4. below. 

Table 4. Results of Partial Parameter Significance Test 

Variables Wald Sig. 

𝑋1 14,747 0,000 

𝑋2 89,897 0,000 

𝑋3 6,454 0,011 

𝑋4 0,008 0,929 

𝑋5 1,749 0,186 

𝑋6 35,347 0,000 

𝑋7 9,983 0,002 

𝑋8 2,537 0,111 

Constants 137,546 0,000 

Source : Processed data , 2023 

 

Based on Table 4. shows that the Wald test value 𝑋1, 𝑋2, 𝑋3, 𝑋6, 𝑋7is greater than the value 

𝜒0,05,1
2  (3,841) so that the decision 𝐻0is rejected. Thus, the variables 𝑋1, 𝑋2, 𝑋3, 𝑋6, and𝑋7 there is 

significant influence to diabetes disease . 
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Model Suitability Test ( Goodness of Fit ) 

Model feasibility test ( Goodness of Fit ) was carried out For know conformity 

predicted value by model with mark from the data. This test looks at whether the regression 

model logistics obtained give accurate predictions . The test statistics used are the Hosmer and 

Lameshow test . The hypotheses used are: 

 𝐻0= there is no difference between the model and the data so the model can be said to 

be suitable 

 𝐻1= there is a difference between the model and the data so that the model can be said 

to be feasible. 

Results test model feasibility is shown in Table 5. below. 

Table 5. Results of the Model Suitability Test ( Goodness of Fit ) 

Step Chi-square 𝑑𝑓 Sig. 

1 8,323 8 0,403 

Source : Processed data , 2023 

Based on Table 5 shows that the values 𝜒𝐻𝐿
2 = 8,323 < 𝜒0,05,6

2 = 12.5and 𝑆𝑖𝑔. =

0,403 > 𝛼 = 0,05are 𝐻0accepted, which means that there is no difference between the model 

and the data, so the model is said to be suitable. 

 

Formation of Logistic Regression Model 

Selection of logistic regression variables using the Wald coefficient which is greater 

than𝜒2 And mark significance not enough from 𝛼so that the independent variables that are 

required in forming the logistic regression model are shown in Table 6 below. 

Table 6. Estimation of Logistic Regression Model Parameters 

Variables B Exp(B) 

𝑋1 0,123 1,131 

𝑋2 0.035 1,036 

𝑋3 −0,013 0,987 

𝑋4 0,001 1,001 

𝑋5 −0,001 0,999 

𝑋6 0,090 1,094 

𝑋7 0,945 2,573 

𝑋8 0,015 1,015 

Constants −8,405 0,000 

Source: Processed data, 2023 

 

Based on Table 6. The logistic regression model formed is as follows. 

𝑔(𝑥) = ln (
𝜋(𝑥)

1−𝜋(𝑥)
) = −8.405 + 0.123𝑋1 + 0.035𝑋2 − 0.013𝑋3 + 0.090𝑋6 + 0.945𝑋7(3.1) 

with, 
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𝑋1= number of pregnancies during life 

𝑋2= glucose 

𝑋3= blood pressure 

𝑋6= body mass index 

𝑋7= function diabetes pedigree 

 

Accuracy of Logistic Regression Classification 

Results classification of incident data diabetes disease using test APER is obtained in Table 7 

below. 

Table 7. Results of Accuracy of Classification of Diabetes Disease Incidents 

Observation Prediction Amount 

No 

Diabetes 

Diabetes 

No 

Diabetes 
445 55 500 

Diabetes 112 156 268 

Amount 557 211 768 

Source : Processed data , 2023 

 

Based on Table 7, the level of classification error can be calculated using the APER test, 

namely: 

𝐴𝑃𝐸𝑅 =
112 + 55

445 + 55 + 112 + 156
= 0,217 

The classification accuracy of the data is obtained as follows: 

(1 − 0,217) = 0,783 = 78,3% 

So that the percentage of overall classification accuracy is obtained 78,3%with a 

classification error of 21,7%. It can be concluded that the accuracy of the classification of 

diabetes is quite high. 

 

Interpretation of Logistic Regression Model 

Next, the model interpretation will be carried out using the Odds Ratio. The 

interpretation of the logistic regression model in equation (3.1) is as follows: 

a. Amount Pregnancy During Life 

𝐸𝑥𝑝 (𝛽) = 1.131meaning if amount pregnancy Pima Indian tribe increases One unit so will 

increase risk caught diabetes disease of 1.131if other factors are constant.  

Research conducted by (Dabelea et al., 2008)  to put forward that amount high pregnancy ( 

four pregnancy or more ) is associated with improvement risk of type 2 diabetes in women in 
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later day . This is because of every pregnancy generally followed with addition weight . If a 

woman own Lots pregnancy , addition heavy body repetitive This can increase risk obesity . 

By Because that , has Lots pregnancy can increase risk have diabetes. 

 

b. Glucose  

𝐸𝑥𝑝 (𝛽) = 1.036meaning if glucose Pima Indian tribe increases One  𝑚𝑚𝑜𝑙/𝐿 unit so 

will increase risk caught diabetes disease of 1.036if other factors are constant.  Supported 

by study (Guo et al., 2023) to explain that Wrong One important aspect of managing diabetes 

is detecting blood glucose levels frequently and accurately. One of tool measurements that can 

be used For diagnosing diabetes is fasting blood glucose (FBG). 

This matter explain that factor glucose influential significant against diabetes so that 

monitoring level glucose can become component important in help treatment And choose style 

the right life (Kong et al., 2023). 

 

c. Blood pressure 

𝐸𝑥𝑝 (𝛽) = 0.987meaning if the pressure blood Pima Indian tribe increases One 

𝑚𝑚ℎ𝑔then it will reduce the risk caught diabetes disease of 0.987 if other factors are of value 

constant .  

This statement is supported by research (Amira et al., 2014)that explains that increased 

blood pressure is a common complication in people with diabetes mellitus. This increase in 

blood pressure significantly increases the risk of morbidity and mortality due to various 

cardiovascular and microvascular complications, such as diabetic nephropathy . 

 

d. Body Mass Index 

𝐸𝑥𝑝 (𝛽) = 1.094 meaning if index mass body Pima Indian tribe increases One 𝑘𝑔/𝑚2 

so will increase risk caught diabetes disease of 1.094if other factors are constant.  This 

statement is supported by research results (Komariah & Rahayu, 2020)showing that people 

with type 2 diabetes mellitus have the highest body mass index ≥ 25,00  (59%). 

 

e. Diabetes Genealogy Function 

𝐸𝑥𝑝 (𝛽) = 2.573This means that if the Pima Indian 2.573diabetes genealogy function 

indicator increases by one unit, it will increase the risk of developing diabetes by the amount 

if other factors are held constant. 
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According to study (Zhang et al., 2018) about prevalence And risk factors for diabetes 

and impaired fasting glucose (IFG) in China East Sea explain that risk of diabetes occurs on 

women in the countryside And those who have family history of diabetes. 

On Study this is also explained possibility somebody suffering from diabetes will more 

tall compared to those who don't own history of diabetes in family . This is can happen Because 

diabetes disease involves factor genetics And factor environment , such as nutrition obtained 

as well as style adapted life from member family . However , due to matter This give impact 

positive on level awareness And more treatment tall (Moonesinghe et al., 2018). 

 

 

4. CONCLUSION AND SUGGESTIONS 

Conclusion 

Based on results And discussion , a regression model was obtained logistics For factors 

that influence diabetes disease in Pima Indians as following . 

𝑔(𝑥) = ln (
𝜋(𝑥)

1 − 𝜋(𝑥)
) = −8.405 + 0.123𝑋1 + 0.035𝑋2 − 0.013𝑋3 + 0.090𝑋6 + 0.945𝑋7 

Influential factors significant to diabetes disease in Pima Indians among them , the 

number pregnancy during life , glucose , pressure blood , index mass body , and function 

diabetes pedigree . 

 

Suggestions 

In study Next , the author can consider variable others , such as habit smoke And history 

hypertension . In addition that , it is recommended for society that has history family with 

diabetes for quick do examination in order to be able to done prevention And treatment since 

early . 
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